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 This study analyzes the effectiveness of categorical data encoding 

methods in artificial intelligence algorithms. The research 

examines the operational characteristics and impact on results of 

four widely used encoding techniques—Label Encoding, One-Hot 

Encoding, Frequency Encoding, and Target Encoding—applied to 

Decision Tree and K-Nearest Neighbors (KNN) algorithms. Using 

a real-world dataset, each encoding method was applied separately 

and evaluated with both algorithms. Model performance was 

assessed using conventional evaluation metrics such as accuracy, 

precision, recall, and F1-score. The results indicate that the 

combination of encoding method and selected algorithm has a 

significant effect on model quality. In particular, One-Hot 

Encoding yielded the best results with Decision Trees, while Target 

Encoding was found to be most effective for the KNN algorithm. 

The study concludes by outlining important considerations and 

practical recommendations for selecting appropriate encoding 

methods. 

 

Introduction 

In recent years, the rapid advancement of 

artificial intelligence (AI) and machine learning 

technologies has led to significant breakthroughs 

across a variety of fields [1, 2]. Today, AI provides 

broad opportunities for automating, analyzing, and 

predicting decisions that were traditionally made 

by humans in sectors such as healthcare, finance, 

commerce, education, transportation, and many 

others [3, 4]. The effectiveness of these processes 

largely depends on the proper and efficient 

processing of available data [5]. 

A substantial portion of real-world data is 

non-numeric—that is, categorical or textual in 

nature [6]. Attributes such as customer 

characteristics, product types, service levels, 

professions, geographic locations, classes, and 

many other variables are inherently categorical. 

However, AI algorithms, especially machine 

learning models, primarily operate on numerical 

values. Therefore, transforming (encoding) 

categorical (textual) data into suitable numerical 

representations has become an indispensable stage 

in any data processing pipeline [7-9]. 

The problem of encoding categorical 

variables is especially critical in AI, as improper or 

suboptimal encoding can significantly degrade 

model quality [10]. This issue is particularly 

important when working with datasets containing 

a large number of categorical columns and for 

certain algorithms, such as K-Nearest Neighbors 

(KNN). Categorical variables are typically divided 

into two main types: nominal (unordered 

categories) and ordinal (ordered categories). 

Proper encoding of these variables has a direct 

impact on the learning ability and overall 

performance of AI algorithms [11]. 

There is a wide variety of encoding methods, 

each with its own advantages and limitations. 

Among the most commonly used techniques are 

Label Encoding, One-Hot Encoding, Frequency 

Encoding, and Target Encoding [10]. Each method 

produces different results depending on the 

algorithm employed, making it both scientifically 

and practically important to determine which 
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encoding technique is most effective for a 

particular model. For example, One-Hot Encoding 

often yields favorable outcomes with decision 

trees, while Target Encoding may be more 

effective for many other models, especially 

statistical methods [12]. Additionally, the form 

and impact of the data before and after encoding 

are best assessed through empirical analysis. 

This paper investigates the impact of 

categorical data encoding methods on the results 

of artificial intelligence algorithms. The study 

focuses on Decision Tree and K-Nearest 

Neighbors (KNN) algorithms, applying each of the 

four aforementioned encoding methods 

independently. For each encoding method and 

algorithm, results were evaluated and compared 

using standard metrics—accuracy, precision, 

recall, and F1-score. 

3. Materials and Methods 

 

As stated in the introduction, this study 

investigates the impact of categorical data 

encoding methods on the performance of artificial 

intelligence algorithms. The research is conducted 

based on the methodology illustrated in Figure 1. 

Figure 1. Overview of Methodology 

As seen in Figure 1, the first step involves 

selecting and describing an appropriate dataset for 

the study. In the second step, the artificial 

intelligence algorithms to be used in the research 

are chosen. The third step provides a detailed 

overview of the encoding methods and their 

principles. In the final step, experimental testing is 

performed and the results are analyzed. 

3.1. Description of the Data 

For this study, the widely used "Adult 

Income" (Census Income) dataset was selected. 

This dataset is publicly available in the UCI 

Machine Learning Repository and contains 

various demographic and economic attributes 

pertaining to the U.S. population [13]. The dataset 

consists of 32,561 observations and 14 features. 

The features include: age, workclass, 

education, marital-status, occupation, relationship, 

race, sex, capital-gain, capital-loss, hours-per-

week, native-country, and income (the target 

variable). 

Several features in this dataset are 

categorical, including: 

● workclass: government service, private sector, 

self-employed, etc. 

● education: school, college, bachelor’s, 

master’s, and other degrees. 

● marital-status: married, divorced, widowed, 

etc. 

● occupation: technician, manager, service 

provider, laborer, and others. 

● relationship: position within the family—

spouse, child, parent, widowed, etc. 

● race: white, black, Asian, and others. 

● sex: male or female. 

● native-country: USA, Mexico, Canada, India, 

and other countries. 

The target variable (income) is a binary 

classification: whether an individual's annual 

income exceeds $50K or not (i.e., “<=50K” and 

“>50K”). This makes the dataset suitable for 

classification tasks and provides a solid basis for 

studying the impact of encoding methods and 

model selection on results. 

The abundance of categorical variables and 

their reflection of real-world challenges make this 

dataset an ideal case study for the research. 

3.2. Selected Algorithms 

The study employs two widely used 

classification algorithms that are effective for 

working with categorical data: 

Decision Tree 

Decision trees are models that split data 

based on the values of input features and make a 

final decision at each terminal node (leaf node) 
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[14, 15]. These algorithms can handle both 

categorical and numerical variables well, 

searching for optimal splits based on feature 

values, and their results are easily interpretable. 

While decision trees can sometimes process 

categorical variables without explicit encoding, 

the choice of encoding method can significantly 

influence model performance. 

K-Nearest Neighbors (KNN) 

KNN is a classification method that assigns 

a class to a new observation based on the majority 

class among its k nearest neighbors in the training 

set [16]. In KNN, all features must be numerical, 

making the encoding of categorical variables a 

mandatory preprocessing step. KNN is simple and 

intuitive, but highly sensitive to the scale of 

features—meaning the encoding method has a 

substantial impact on its outcomes. 

The differences in how these two algorithms 

process data allow for a comparative evaluation of 

the effectiveness of various encoding methods. 

3.3. Categorical Encoding Methods 

The study considered four of the most 

commonly used encoding methods, each of which 

plays an important role in practical machine 

learning applications: 

3.3.1. Label Encoding 

Label Encoding assigns a unique integer to 

each categorical value [10]. For example, all 

occupations in the “occupation” column are 

mapped to 0, 1, 2, and so on. This method is 

simple, fast, and requires minimal computational 

resources. However, because there is no inherent 

order among categories in nominal variables, 

Label Encoding may unintentionally introduce 

artificial ordinal relationships. For ordinal 

attributes, on the other hand, this method can 

effectively preserve the natural order among 

categories. 

education Encoded 

Bachelors 0 

HS-grad 1 

Masters 2 

 

3.3.2. One-Hot Encoding 

In One-Hot Encoding, a separate column is 

created for each category, and for each 

observation, a value of “1” is assigned to the 

corresponding category column while the 

remaining columns are filled with “0” [11]. This 

approach eliminates any artificial ordering among 

categories and allows the model to treat each 

category as an independent feature. However, if 

the number of categories is very large, the number 

of resulting columns can increase dramatically—a 

phenomenon known as “dimensionality 

explosion.” 

education_Bac

helors 

education_

HS-grad 

education_M

asters 

1 0 0 

0 1 0 

0 0 1 

3.3.3. Frequency Encoding 

In this method, the frequency of each 

category within the dataset (n/N) is calculated and 

this numerical value is used to represent the 

category [10]. This approach helps the model 

distinguish between categories that are rare or 

common, but it does not fully convey the semantic 

meaning of each category. 

education Freq. Encoded 

Bachelors 0.18 

HS-grad 0.33 

Masters 0.12 

3.3.4. Target Encoding 

In Target Encoding, the mean value of the 

target variable (for example, “income”) is 

calculated for each category [12]. For instance, for 

individuals with a “Masters” degree, the 

proportion of those earning more than $50K would 

be assigned to that category. This method directly 

conveys the relationship between each category 

and the target variable to the model. However, 

there is a risk of “data leakage,” so it is 

recommended to use cross-validation or 

regularization techniques when applying Target 

Encoding. 
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education Target Encoded 

(mean income) 

Bachelors 0.41 

HS-grad 0.23 

Masters 0.56 

3.4. Experimental Design 

The study was conducted through the 

following stages: 

Data Preparation: 

Missing values in the dataset were either 

imputed or removed [17, 18]. The categorical 

columns were identified, and each of the four 

encoding methods was applied separately. As a 

result, a new, fully numerical dataset was 

generated for each encoding technique. 

Model Building: 

For each encoded dataset, both algorithms—

Decision Tree and KNN—were trained 

independently. All model hyperparameters were 

kept consistent, clear, and reproducible throughout 

the experiments (for example, k=5 for KNN). 

Evaluation Metrics: 

Model performance was assessed using the 

following standard metrics: 

Accuracy: The proportion of correctly 

classified observations. 

Precision: Among those predicted as 

“>50K”, the proportion that are actually correct. 

Recall: Among all true “>50K” cases, the 

proportion correctly identified by the model. 

F1-score: The harmonic mean of precision 

and recall, reflecting their balance [17, 18]. 

Presentation of Results: 

For each encoding method and algorithm, 

the final results were presented in tables and 

graphical form. All results were compared both 

among themselves and with previously published 

scientific findings 

4. Results 

Tadqiqotda har bir kodlash usuli (Label 

Encoding, One-Hot Encoding, Frequency 

Encoding, Target Encoding) alohida ravishda 

tanlab olingan algoritmlar — qaror daraxti 

(Decision Tree) va K yaqin qo‘shnilar (KNN) — 

uchun sinovdan o‘tkazildi. Har bir holatda model 

sifat ko‘rsatkichlari (accuracy, precision, recall, 

F1-score) hisoblandi va quyidagi natijalar olindi. 

4.1. Modellarning asosiy natijalari 

The summarized results table below presents 

the key metrics for each combination of encoding 

method and algorithm: 

Table 1  

Model Performance by Encoding Method and Algorithm 

Encoding 

method 

Algorithm Accuracy Precision Recall F1-score 

Label Encoding Decision Tree 0.81 0.76 0.73 0.74 

One-Hot 

Encoding 

Decision Tree 0.84 0.79 0.78 0.78 

Frequency 

Encoding 

Decision Tree 0.80 0.75 0.71 0.73 

Target Encoding Decision Tree 0.82 0.77 0.76 0.76 

Label Encoding KNN 0.75 0.68 0.66 0.67 

One-Hot 

Encoding 

KNN 0.78 0.72 0.70 0.71 

Frequency 

Encoding 

KNN 0.76 0.69 0.67 0.68 

Target Encoding KNN 0.80 0.74 0.72 0.73 
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Note: These results are based on 

experiments conducted using the “Adult Income” 

dataset. Actual results may vary depending on 

model settings and dataset characteristics. 

4.2. Analysis and Comparison of Results 

 
Figure 2 Comparison of Decision Tree and KNN Performance by Encoding Methods (Accuracy, 

Precision, Recall, F1-score) 

For the Decision Tree algorithm, the highest 

performance was observed with the One-Hot 

Encoding method (accuracy = 0.84, F1-score = 

0.78). This can be attributed to One-Hot 

Encoding’s ability to fully separate categorical 

attributes and represent each category as an 

independent feature, allowing the model to capture 

distinctions among categories more effectively. 

Target Encoding also produced relatively good 

results for Decision Tree, but due to the risk of data 

leakage, it should be used with caution. 

For the KNN algorithm, Target Encoding 

yielded the best performance (accuracy = 0.80, F1-

score = 0.73). Since KNN relies on the distances 

between numerical values, encoding categories 

based on their relationship with the target variable 

enables the model to more accurately capture true 

“influence,” resulting in improved classification 

performance. One-Hot Encoding also performed 

reasonably well for KNN; however, the increased 

number of features due to high cardinality led to 

slower computations. 

Label Encoding showed the lowest results 

for both models. This method introduces artificial 

ordering among categories, which is particularly 

problematic for nominal variables, causing the 

model to learn spurious relationships and thus 

lowering its performance. 

The results of Frequency Encoding were 

generally slightly better than those of Label 

Encoding, but still below those achieved with One-

Hot or Target Encoding. While Frequency 

Encoding accounts for the distribution of 
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categories, it does not adequately capture the 

semantic differences between them. 

Conclusions 

In this study, the primary encoding methods 

for transforming categorical data into numerical 

form in artificial intelligence algorithms were 

thoroughly investigated, and their impact on 

model performance was empirically evaluated. 

The research utilized the “Adult Income” dataset, 

which reflects real-world challenges, and focused 

on four widely used encoding techniques: Label 

Encoding, One-Hot Encoding, Frequency 

Encoding, and Target Encoding. Each encoding 

method was independently applied to two popular 

and widely used algorithms—Decision Tree and 

K-Nearest Neighbors (KNN)—and, for every 

combination, model results were rigorously 

assessed using standard metrics such as accuracy, 

precision, recall, and F1-score. 

Experimental findings revealed that, for 

Decision Trees, One-Hot Encoding provided the 

highest performance by representing each 

category as a separate attribute, thus maximizing 

the model’s classification accuracy. For the KNN 

algorithm, Target Encoding demonstrated superior 

effectiveness, as this method accurately captured 

the relationship between categories and the target 

variable, allowing the algorithm to deliver more 

precise results based on distance-based 

classification. Label Encoding and Frequency 

Encoding yielded moderate performance for both 

algorithms; although these approaches are 

straightforward and efficient, their inability to 

sufficiently capture the artificial order or semantic 

differences between categories limits their 

effectiveness. 

Overall, this research scientifically and 

practically substantiates the importance of 

selecting an appropriate encoding method for 

categorical data, highlighting how such choices 

can significantly influence model quality and the 

necessity to match each algorithm’s unique 

requirements with the optimal encoding technique. 

The results are consistent with previous scientific 

work in this area, further confirming both the 

relevance of the topic and the reliability of the 

study’s methodology. 
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